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Abstract  

Objective: With an early diagnosis of thyroid cancer, one of the world's most significant health 

issues, it is feasible to treat the nodules before the spread of malignant thyroid gland cells. It has 

become crucial to develop models for predicting thyroid cancer. In light of this, the purpose of this 

study is to develop a clinical decision support model using the Bagged CART model, a machine 

learning (ML) model for the prediction of thyroid cancer. 

Methods: Between 2010 and 2012, 724 patients who applied to China Median University Shengjing 

Hospital comprised the study's data set. The dataset comprises information on nodule malignancies, 

demographic characteristics, ultrasound characteristics, and blood test results for all patients who 

underwent thyroidectomy. Using this open-access data set, the Bagged CART modeling technique 

was applied. Negative predictive value (NPV), specificity (Spe), balanced accuracy (BACC), 

positive predictive value (PPV), accuracy (ACC), sensitivity (Sen), and F1-score performance 

metrics were used to evaluate the model's predictive performance. In addition, a 10-fold cross-

validation method was used to determine the validity of the model. In addition, variable importance 

was established, which reveals how much the input variables impact the output variable. 

Results: ACC, BACC, Sen, Spe, PPV, NPV, and F1-score obtained from the model performance 

metrics were calculated to 99.1%, 98.7%, 99.7%, 97.7%, 99.1%, 99.2%, and 99.4%, respectively, 

as a result of modeling. According to the variable importance values that were acquired for the input 

variables in the dataset that was investigated in this study, the seven variable that hold the greatest 

significance are as follows: size, TSH, blood flow: size, TSH, blood flow: enriched, multilateral: 

yes, FT4, site: isthmus, and age, in that order. 

Conclusion: As a result, the Bagged CART model was found to be effective at predicting thyroid 

cancer based on the findings of this study. In addition, in this study, risk factors for thyroid cancer 

were evaluated and their importance values were given. With these results, the decision-making 

process about the disease will be able to accelerate and thus, it will be able to effective in preventive 

medicine practices. 
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INTRODUCTION  

Thyroid cancer is caused by the abnormal 

growth of malignant tumor cells in thyroid gland 

tissue. The development of thyroid cancer occurs 

when cells within a malignant tumor change or 

adapt their cellular structure. The frequency of 

thyroid cancer has gradually climbed during the 

previous three decades (1). The American Cancer 

Society estimates that there were around 43.800 

newly diagnosed cases of thyroid cancer in 2022, 

with roughly 2.230 people losing their lives to the 

disease. Cancer of the thyroid is a solid tumor 

that most often manifests in the thyroid gland as 

a nodule or mass at the front base of the neck (2). 

Thyroid cancer is the most common type of 

cancer in teens and young adults, and it is the 

ninth most common type of cancer in women 

overall (3). The death rate for thyroid cancer is 

quite low; nevertheless, the sickness recurrence 

rate is rather high, which is directly correlated to 

a greater level of incurability, morbidity, and 

mortality among patients (4). Even though there 

are several different varieties of thyroid cancer, 

the two types that are most common account for 

around 95% of all occurrences of thyroid cancer. 

The two types of thyroid cancer are papillary and 

follicular thyroid cancer (5).  

Early detection of malignant thyroid nodules 

can lead to efficient therapy and minimal harm if 

the nodules are treated before the cancerous cells 

in the thyroid gland spread (6). In addition, 

having a pre-surgical diagnosis that determines 

whether thyroid nodules are benign or malignant 

helps the procedure go more smoothly and 

lowers the chance of recurrence following 

surgery. Thyroid cancer screening is a process 

that enables the early identification of malignant 

thyroid nodules (7). Neck palpation during a 

physical examination and ultrasonography, 

which may identify both nonpalpable and 

palpable nodules, particularly those with a 

diameter of less than 1 cm, are the two main 

approaches for detecting thyroid cancer (8). 

Ultrasonography (US), as the primary diagnostic 

tool, is used to detect the features of thyroid 

nodules. These discovered traits assist in the 

classification of nodules as benign or malignant 

(9). Until date, the bulk of malignant nodule 

diagnoses are based on surgeons' and 

radiologists' clinical experience (10). Human 

judgment is slow and prone to mistakes in many 

circumstances. To enhance medical decisions 

and minimize labor effort, accurate and 

comprehensible prediction models are 

desperately needed (11). 

As a novel technology, computer-aided 

diagnosis (CAD) has been used to diagnose 
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thyroid nodules in recent decades. The use of 

artificial intelligence into CAD tools makes them 

more intelligent and enhances the quality and 

consistency of ultrasound feature interpretation, 

resulting in fewer needless biopsies. The basic 

methodologies of artificial intelligence-based 

CAD systems that have a significant influence on 

the medical field are ML (12). 

In the medicine, like in all other sectors of 

human knowledge, novel approaches based on 

ML and collaborative reasoning are utilized in an 

attempt to succeed where traditional predicting 

methods have failed (13). ML algorithms 

uncover more complex associations among 

existing data than traditional regression models. 

A ML system is one that studies the design and 

operation of data-learning and prediction-

capable algorithms. Based on input samples, 

these algorithms create a model to make and 

anticipate decisions (14). 

CART is a continually improving 

nonparametric ML tool for regression and 

classification problems. CART recursively 

partitions data based on the binary partitioning 

technique to investigate the link between 

response variables and predictors (15). Bagged 

CART is an advancement on the CART 

algorithm that combines CART with bagging 

techniques in order to improve predictive model 

performance and reduce overfitting. Bagged 

CART was developed to improve the CART 

algorithm. (16). Each classifier in this approach 

generates and saves its model by categorizing a 

piece of the data. Eventually, based on vote 

intention among these categories, the class with 

the highest votes is chosen as the final classifier 

(17). 

By employing the ML method of Bagged 

CART on an open access dataset consisting of 

open access with benign and malignant nodules 

patients, the purpose of this investigation is to 

classify thyroid cancer and identify the factors 

associated with it. 

METHODS 

Dataset and Variables 

The data for this investigation were obtained 

from 724 patients admitted between 2010 and 

2012 to the Shengjing Hospital of China Median 

University. The datasets comprise information 

on each patient's nodule malignancy, 

demographics, ultrasound characteristics, and 

blood test results. Each patient had a single or 

multiple nodules in three distinct areas: the right 

lobe, the left lobe, and the isthmus. If a patient 

had multiple nodules in a single region, only the 

largest one was included in the dataset. The 

"Thyroid" open-access dataset used in this study 

is available at 

https://zenodo.org/record/6465436#.Y06MQ3Z

BxZ.In this dataset, there are a total of 724 

patients, 204(28.2%) of whom are benign 

nodules patients and 520(71.8%) are malignant 

nodules patients. Table 1 shows the variables 

included in the dataset. 
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Table 1: The variables contained inside the dataset. 

Variables Variable Types Variable Roles 

Age: The Age of the Patient Quantitative Predictor 

Gender: 0: Male, 1: Female Qualitative Predictor 

FT3: Triiodothyronine Test Result Quantitative Predictor 

FT4: Thyroxine Test Result Quantitative Predictor 

TSH: Thyroid-Stimulating Hormone Test Result Quantitative Predictor 

TPO: Thyroid Peroxidase Antibody Test Result Quantitative Predictor 

TGAb: Thyroglobulin Antibodies Test Result Quantitative Predictor 

Site: The Nodule Location, 0: Right, 1: Left, 2: Isthmus Qualitative Predictor 

Echo Pattern: Thyroid Echogenicity, 0: Even, 1: Uneven Qualitative Predictor 

Multifocality: If Multiple Nodules Exist in One Location, 0: No, 1: Yes Qualitative Predictor 

Size: The Nodule Size in Cm Quantitative Predictor 

Shape: The Nodule Shape, 0: Regular, 1: Irregular Qualitative Predictor 

Margin: The Clarity of Nodule Margin, 0: Clear; 1: Unclear Qualitative Predictor 

Calcification: The Nodule Calcification, 0: Absent, 1: Present Qualitative Predictor 

Echo Strength: The Nodule Echogenicity, 0: None, 1: Isoechoic, 2: 

Medium-Echogenic, 3: Hyperechogenic, 4: Hypoechogenic 
Qualitative Predictor 

Blood Flow: The Nodule Blood Flow, 0: Normal, 1: Enriched Qualitative Predictor 

Composition: The Nodule Composition, 0: Cystic, 1: Mixed, 2: Solid Qualitative Predictor 

Multilateral: If Nodules Occur in More Than One Location, 0: No, 1: 

Yes 
Qualitative Predictor 

Mal: The Nodule Malignancy, 0: Benign, 1: Malignant Qualitative Output 

Bagged Classification and Regression Trees 

(Bagged CART) 

The non-parametric decision tree logging 

method known as CART has become quite 

popular. Breiman et al. devised this technique 

(1984) (18). Binary trees serve as the foundation 

for this strategy. This tree serves as the 

foundation for more complicated algorithms 

such as Random Forest, in addition to other trees. 

The CART decision tree method first divides the 

input into binary components before moving on 

to the construction of the decision tree. In order 

to identify which variables should be provided 

additional information on classification, the 

CART tree makes use of the Gini index. When 

classifying, variables that have lower Gini 

indices are given a larger amount of weight. The 

CART algorithm uses trial and error to figure out 

the best possible value for the separator point in 

each dimension or variable, which leads to a 

lower Gini index in the end (19).  

The bagging approach has the potential to 

significantly enhance the accuracy of the CART, 

which is well recognized as an unstable model 

(20). The bagged CART improves classification 

performance, eliminates overfitting, and 

considerably reduces prediction variation. The 

CART algorithm begins by performing a 
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recursive split on the training sample units using 

a predetermined number of variables. The 

method then assesses each of the predictive 

elements in order to ascertain which binary 

division of a predictive variable is most likely to 

diverge from the variable that was anticipated as 

the result of the analysis. In order to construct 

homogenous end nodes in a hierarchical tree, the 

method is frequently repeated for each of the 

initial split outcomes. CART prunes the trees to 

minimize overfitting when the results of cross 

validation give the lowest error rate (15, 21). 

Biostatistical analysis 

Qualitative data from the variables included in 

the study were summarized with number 

(percentage). The Kolmogorov-Smirnov test was 

utilized in order to investigate whether or not the 

quantitative data adhered to a normal 

distribution. Data that did not show normal 

distribution were summarized with the median 

(minimum-maximum). Normally distributed 

ones were summarized as mean±standard 

deviation. In the statistical analyses, the Pearson 

chi-square test, the Continuity Correction test, 

and the Mann-Whitney U test were utilized, 

depending on the circumstances, to determine 

whether or not there is a statistically significant 

difference between the target variable and the 

input variables. In the statistical analyses that 

were carried out, a value of p less than 0.05 

(p<0.05) was regarded as statistically significant. 

All of the analyses were carried out with the help 

of IBM SPSS Statistics 26.0 for Windows (New 

York; USA). 

Machine Learning Modeling and 

Performance Evaluation 

During the modeling phase of the 

investigation pertaining to the aforementioned 

data set, the Bagged CART technique was 

employed. For modeling, the entire data set was 

utilized. For the analysis, the technique of n-fold 

cross validation was utilized. n-fold cross-

validation divides the data into n segments and 

applies the model to n of them. One of the n 

components is utilized for testing, while the 

remaining n-minus-one components are used to 

educate the model. The study employed a 10-fold 

cross-validation method to increas the model's 

validity. As criteria for performance evaluation, 

the BACC, ACC, Spe, Sen, NPV, PPV, and F1-

score were utilized. In addition, variable 

importance was determined, which represents the 

extent to which the input variables influence the 

target variable. Modeling was accomplished 

using R Studio 4.2.1. (22). 

RESULTS 

The study's data set contains 724 individuals, 

204 (28.2%) of whom had benign nodules and 

520 (71.8%) have malignant nodules. The 

patients' mean age was 45.59±12.609 years. The 

median age of patients with benign nodules was 

48 (15-79) years, whereas the median age of 

patients with malignant nodules was 44 years 

(13-82 years). The study included 121 (16.7%) 

men and 603 (83.3%) women. 
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In addition, of the male patients, 27(22.3%) have 

benign nodules and 94 (77.7%) have malignant 

nodules. While 177(29.4%) of the female 

patients have benign nodules, 426(%70.6) have 

malignant nodules. 

Table 2 displays the results of statistical 

analyses of the independent variables in terms 

of the dependent variable.

Table 2. The results of the statistical analyses between the target variable and independent variables 

Variables 
The Nodule Malignancy 

p 
Benign Malignant 

Gender n(%) 
Male 27 (13.24) 94 (18.08) 

0.116** 

Female 177 (86.76) 426 (81.92) 

Site 

n(%) 

Right 80 (39.22) 275 (52.88) 

<0.001** Left 82 (40.20) 230 (44.23) 

Isthmus 42 (20.59) 15 (2.88) 

Echo Pattern 

n(%) 

Even 187 (91.67) 449 (86.35) 
0.065*** 

Uneven 17 (8.33) 71 (13.65) 

Multifocality 

n(%) 

No 117 (57.35) 310 (59.62) 
0.578** 

Yes 87 (42.65) 210 (40.38) 

Shape 

n(%) 

Regular 194 (95.10) 363 (69.81) 
<0.001*** 

Irregular 10 (4.90) 157 (30.19) 

Margin 

n(%) 

Clear 93 (45.59) 131 (25.19) 
<0.001** 

Unclear 111 (54.41) 389 (74.81) 

Calcification 

n(%) 

Absent 178 (87.25) 229 (44.04) 
<0.001** 

Present 26 (12.75) 291 (55.96) 

Echo Strength 

n(%) 

None 5 (2.45) 3 (0.58) 

0.002** 

Isoechoic 5 (2.45) 7 (1.35) 

Medium-echogenic 31 (15.20) 46 (8.85) 

Hyperechogenic 3 (1.47) 1 (0.19) 

Hypoechogenic 160 (78.43) 463 (89.04) 

Blood Flow 

n(%) 

Normal 173 (84.80) 250 (48.08) 
<0.001** 

Enriched 31 (15.20) 270 (51.92) 

Composition 

n(%) 

Cystic 10 (4.90) 8 (1.54) 

0.012** Mixed 19 (9.31) 34 (6.54) 

Solid 175 (85.78) 478 (91.92) 

Multilateral 

n(%) 

No 20 (9.80) 0 (0.00) 
<0.001*** 

Yes 184 (90.20) 520 (100.00) 

 Median(Min-Max) Median(Min-Max)  

Age 48 (15-79) 44 (13-82) 0.002* 

FT3 4.44 (2.63-22.9) 4.32 (2.47-15.43) 0.196* 

FT4 14.595 (6.65-59.08) 14.43 (5-28.76) 0.388* 

TSH 1.327 (0.002-56.254) 1.561 (0-101) 0.018* 

TPO 0.595 (0-1001) 0.64 (0-1001) 0.950* 

TGAb 2.695 (0-1001) 2.825 (0-1001) 0.980* 

Size 0.9 (0.05-5.4) 1.6 (0-9) <0.001* 

*: Mann Whitney U test, **:Pearson chi-square test, ***: Continuity Correction test, Min: Minimum, Max: Maximum 

ACC, BACC, Sen, Spe, PPV, NPV, and 

F1-score obtained from the Bagged CART model 

as a result of the modeling were 99.1%, 98.7%, 

99.7%, 97.7%, 99.1%, 99.2%, and 99.4%, 

respectively. 

In Figure 1, values of performance 

metrics obtained from Bagged CART model are 

shown. 
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Table 3: Performance metric values calculated from Bagged CART 

model. 

Performance Metrics Value (%) 

ACC  99.1 

BACC 98.7 

Sen 99.7 

Spe 97.7 

PPV 99.1 

NPV 99.2 

F1-score 99.4 

 

 

Figure 1: Performance metric values acquired from Bagged CART 

model. 

Table 4 is a table of the variable importance 

values computed as a consequence of the Bagged 

CART model.  

Figure 2 depicts a graph of the variable 

importance values obtained as consequence of 

the Bagged CART model. The seven most 

important variables related to multiple sclerosis 

were found as size, TSH, blood flow: enriched, 

multilateral: yes, FT4, site: isthmus, age. 

 

Table 4: The variable importance values obtained as a result of the 

Bagged CART model 

Variables Importance Values 

Size 100 

TSH 63.292 

Blood Flow: Enriched 59.741 

Multilateral: Yes 59.293 

FT4 56.479 

Site: Isthmus 54.789 

Age 53.434 

FT3 53.179 

Calcification: Present 50.695 

TGAb 48.839 

TPO 48.814 

Shape: Irregular 33.286 

Margin: Unclear 19.02 

Multifocality: Yes 11.994 

Site: Left 8.716 

Echo Strength: Hypoechogenic 7.711 

Echo Strength: Medium-Echogenic 6.201 

Composition: Solid 5.554 

Gender: Female 4.592 

Echo Pattern: Uneven 4.573 

Echo Strength: Isoechoic 2.882 

Composition: Mixed 2.627 

 

Figure 2 depicts a graph of the variable 

importance values obtained as consequence of 

the Bagged CART model. The seven most 

important variables related to multiple sclerosis 

were found as size, TSH, blood flow: enriched, 

multilateral: yes, FT4, site: isthmus, age. 
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Figure 2: The variables' importance values as a consequence of the Bagged CART mode 

DISCUSSION 

As a crucial component of the human body, 

the thyroid generates a variety of hormones that 

perform several vital functions in the human 

body. Thyroid illness therefore endangers the 

human body in all physiological systems, 

including the endocrine, circulatory, 

neurological, respiratory, digestive, muscular, 
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and reproductive systems (23). Thyroid 

diseases and disorders are widespread 

hormonal conditions that affect the 

overwhelming majority of the global 

population. Diseases and conditions affecting 

the thyroid include thyroiditis, thyroid nodules, 

and thyroid carcinoma. The prevalence of 

thyroid nodules and thyroid cancer is rising 

globally, predominantly owing to improved 

diagnostic procedures. The widespread use of 

US has exponentially increased thyroid nodule 

detection to approximately 20–67% (24). 

It is essential to distinguish between benign 

and malignant thyroid nodules in order to 

prevent performing unneeded fine-needle 

aspiration biopsies and overtreating the 

condition, such as through surgery (25). The 

intricate nature of the nodules leads in 

complicated ultrasound pictures and perhaps 

mixed signals between benign and malignant 

nodules. As a result, the US cannot distinguish 

between cancerous and benign nodules. Early 

detection and classification of benign and 

malignant thyroid nodules is critical for 

directing clinical therapy and choosing surgical 

methods (26). 

It has been demonstrated that machine-

learning algorithms produce much more 

accurate predictions than human experts. ML 

models are becoming more popular and widely 

employed in a variety of fields. These models' 

main aim is to determine the effective factors 

and their relationships, and they may also be 

used to forecast. These models are a branch of 

artificial intelligence that may be utilized as a 

study and application area in a variety of fields. 

Additionally, ML techniques are frequently 

employed and applied in medical science for 

illness detection (27-29).  For this reason, in the 

study, the classification of thyroid cancer using 

the Bagged CART model, which is an ML 

approach, and the predictive features related 

with the diagnosis of the disease were revealed 

with variable importance values. 

The performance criteria obtained from the 

Bagged CART method result, accuracy, 

balanced ACC, BACC, Sen, Spe, PPV, NPV, 

and F1-score were obtained as 99.1%, 98.7%, 

99.7%, 97.7%, 99.1%, 99.2%, and 99.4%, 

respectively. Successful findings were achieved 

for the diagnosis of thyroid cancer, and 

according to the variable importance produced 

as a consequence of the model, the seven 

variables most related with the diagnosis were 

size, TSH, blood flow: enriched, multilateral: 

yes, FT4, site: isthmus, and age, respectively. 

Numerous investigations on various thyroid 

datasets have been conducted to date. Parikh et 

al. (2015), describe the two prediction models 

they built to address their multiclass 

classification challenge. They employed 

artificial neural networks and support vector 

machines, and the ANN obtained an accuracy 

of 97.17% (30). Ionita et al. (2016), 

investigated hybrid medical datasets and 

outlined a variety of applications of Naive 
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Bayes, Decision trees, MLP, and RBF 

networks. For classification accuracy, all 

classifiers classify and provide separate 

outcomes; however, a decision tree obtained 

97.35% accuracy (31). Chaurasia et al. (2018), 

used a number of machine learning methods to 

examine data. Using Naive Bayes, they 

achieved 97.37% accuracy (32). Talasila et al. 

(2020), exhibited and evaluated numerous ways 

before determining that LightGBM gave more 

accurate predictions than other methods 

available (33). Kumar et al. (2020), used SVM 

to diagnose thyroid stage with an accuracy of 

83.37%. Other classification techniques have 

been shown to be less efficient than Multiclass 

SVM. Furthermore, the model accurately 

differentiates between the four thyroid states 

(34). Aversano et al. used a range of machine 

learning methods to examine data. They 

specifically compared the output of 10 different 

classifiers. The other algorithms' performance 

is encouraging, notably the Extra-

TreeClassifier, which obtains an accuracy of 

84%. They also used a catboost classifier and 

attained a precision of 71% (35).  

In addition, the machine learning method 

used is a tree-based method and includes some 

arrangements to increase model performance. 

Therefore, it gives better results than known 

basic machine learning methods. Thus, the 

model performance from this study 

demonstrates that clinically, it can reliably 

distinguish benign from malignant nodules. 

As a result; early detection of malignant 

nodules is essential for effective disease 

management and reducing mortality rates. In 

the past ten years, the development of CAD 

systems utilizing artificial intelligence for the 

early detection of thyroid cancer has been 

extremely rapid. Thanks to these technologies, 

thyroid nodule treatment will develop. This 

article provides an  review of the use of ML in 

the diagnosis of thyroid nodules. The overall 

result of this study showed that it will 

significantly benefit thyroid tumor 

classification with the latest advances in ML 

approaches and high specificity, sensitivity, 

accuracy and other performance metrics. 
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